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Prof. Zidong Wang, Brunel University.
Title: Multiobjective filtering with randomly occurring incomplete information 
Abstract: In this talk, we will discuss the multiobjective stochastic filtering problem with randomly occurring incomplete information. The multiple objectives include stability, steady-state and transient behaviours, variance constraints, robustness, reliability, non-fragility, etc. The main purpose of this talk is to introduce the phenomenon of randomly occurring incomplete information that typically appears in a networked environment, such as randomly occurring uncertainties, randomly occurring nonlinearities, randomly occurring saturation, randomly missing measurements, randomly occurring quantization. Both the theoretical results and engineering applications will be discussed. A series of recently published results will be reported.
Prof. Stephen Roberts, University of Oxford.
Title: Gaussian Processes for Active Data Selection, Changepoints and Faults 

Abstract: This talk highlights the role of Bayesian Gaussian Process models in sequential data analysis. Issues of active data and sensor selection, forecasting, changepoint and fault detection are discussed.
 

Prof. Simon Godsill, University of Cambridge. 
Title: Advances in Bayesian filtering using Monte Carlo methods

Abstract: In this survey I will cover various aspects of the Bayesian filtering problem. I will start with a basic overview of state-space methods and particle filters in their standard form. Then I will consider more exotic recent developments including Monte Carlo smoothers, the incorporation of Markov Chain Monte Carlo (MCMC) methods into the filters, and SMC sampler-based approaches to the problem. I will illustrate with applications in multiple object tracking, group object tracking and musical note transcription from raw audio data.
 

Dr Lyudmila Mihaylova, Lancaster University.
Title: Sequential Monte Carlo Methods for Localisation in Wireless Sensor Networks

Abstract. This talk is focused on theoretical issues of Sequential Monte Carlo Methods (particle filters) and some of their variants such as auxiliary particle filters. A particular emphasis will be given to SMC approaches for localisation of objects in wireless sensor networks. 
Prof. Brendan McCabe, Liverpool University

Title: Nonparametric Probability Forecasts via State Space Models

Abstract: This talk addresses some nonparametric aspects of probabilistic forecasting. Probabilistic forecasting estimates the probability of future events as opposed to predicted values for an associated variable. The idea is to find a suitable class of models and estimate the entire forecast distribution nonparametrically and possibly show that the resultant estimator was efficient in some sense. A method for assessing sampling variability in the forecast distribution is described. These ideas are applied to a class of models for discrete valued time series and an extension to nonlinear/non-Gaussian state space models is considered.
Prof. Peter Jan VanLeeuwen, The University of Reading

Title: Particle filters in high-dimensional geophysical systems.

With ever increasing model resolution and more complicated observations the data- assimilation problems in the geosciences become more and more nonlinear. This calls for fully nonlinear data-assimilation methods, such as particle filters. In particle filters the importance of each particle in estimating the posterior density is dominated by the likelihood of that particle. In high-dimensional systems with a large number of independent observations the likelihood can differ substantially between particles resulting in only a few having statistical significance.

The idea of using the proposal density within the particle filter to provide a continuous guidance towards a future observation has already been discussed in the literature. Using the proposal density the aim is to increase the likelihood of all particles by ensuring they end up significantly close to the observation. However the proposal density is not restricted to continuous guidance but offers a much greater freedom in how we treat the particles. In particular it can be used to ensure that the majority of particles have an approximately equal significance or weights in estimating the posterior density. The main new idea is that we can move all particles to a pre-specified weight, instead of determining the weight after the move. With the majority of particles being both close to the observations and having statistical significance, the ability to represent a multi-modal posterior density with only a few particles starts to be realised.

We will show how such a particle filter is derived and discuss its application to the highly-nonlinear barotropic vorticity equations, both in the regime with periodic trajectories and in the chaotic regime, with state dimensions of 10 thousand and more using only tens of particles. The results show that the degeneracy problem in particle filters has been solved for this kind of problems.

